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nnstart
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4\ Neural Network Start (nnstart) — *

Welcome to Neural Network Start

Learn how to solve problems with neural networks.

Getting Started Wizards  More Information

Each of these wizards helps you solve a different kind of problem. The last panel of
each wizard generates a MATLAB script for solving the same or similar problems.
Example datasets are provided if you do not have data of your own.

Input-output and curve fitting. &9 Fitting app nftool)
Pattern recognition and classification. & Pattern Recognition app npricol)
Clustering. & Clustering app nctool
Dynamic Time series. & Time Series app ntstool)

Fitting app
1S,

MATLAB®D ToolboxizBRITH Y. % Z HPythonIRiz CGoogle N ERHEH L TV 5
TensorFlow(ZEER 2 & EWTF=WLWDE D DFADNDH NS D,
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4\ Meural Fitting (nftool) — d >

7 Welcome to the Neural Network Fitting app.

Solve an input-output fitting problem with a two-layer feed-forward neural network.

Introduction Neural Network
In fitting Frg-blems, you want a neura! network to map between a data set Hidden Layer Output Layer
of numeric inputs and a set of numeric targets.
Input Output
Examples of this type of problem include estimating engine emission levels
based on measurements of fuel consumption and speed
or predicting a patient's bodyfat level based on body measurements
The Meural Fitting app will help you select data, create and train a network, A two-layer feed-forward network with sigmeid hidden neurcns and linear
and evaluate its performance using mean square error and regression output neurons , can fit multi-dimensional mapping problems
analysis. arbitrarily well, given consistent data and enough neurcns in its hidden

layer.
The network will be trained with Levenberg-Marquardt backpropagation

algorithm , unless there is not enough memory, in which case
scaled conjugate gradient backpropagation will be used.

é To continue, click [Mext].

& Meural Network Start M welcome 4 Back @ Cancel
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4\ Neural Fitting (nftool)

% Select Data
-
What inputs and targets define your fitting problem?

Get Data from Workspace Summary

Input data to present to the network.
& Inputs:

Mo inputs selected.

Target data defining desired network output.

@ 12 rgets: No targets selected.

[none) w

Samples are: (O] E“'} Matrix columns () EE} Matrix rows

Want to try out this tool with an example data set?

Load Example Data Set

G Select inputs and targets, then click [Next].

e Meural Metwork Start 4 Welcome 4@ Back W Next @ Cancel
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4\ Neural Fitting (nftool)

Select Data

=
\’ What inputs and targets define your fitting problem?

Get Data from Workspace Summary

Input data to present to the network.

Inputs 'inputs’ is a 2x8 matrix, representing static data: 8 samples of 2
& Inputs:

inputs w elements,

Target data defining desired network cutput.
@ Targets:

Target

rgets’ is a 1x8 matrix, representing static data: & samples of 1
element.

targets e

Samples are: @ ] Matriv columns () [E] Matrix rows

ANT77A4ILDRT A KTE
WTFR N T—XAEIBE

Want to try out this tool with an example data set?

Load Example Data Set

ﬂ} To continue, click [Mext].

& Meural Network Start K4 Welcome @ Back W Next @ Cancel
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A\ Neural Fitting (nftocl)

Select Percentages

a Training:
G Validation:
a Testing:

Validation and Test Data
Set aside some samples for validation and testing.

a Randomly divide up the & samples:

F0% & samples
15% 1 samples
15% 1 samples

—_—

ANT =2ty b DREI%%ZED
TR, R T—X. TAEb
T—RELTERT 2HDEE

| & Neural Network Start |

Restore Defaults

ﬂ} Change percentages if desired, then click [Mext] to continue.

K4 Welcome

Explanation
a Three Kinds of Samples:

a Training:

These are presented to the network during training, and the network is
adjusted according to its error.

G Validation:

These are used to measure network generalization, and to halt training
when generalization stops improving.

“ Testing:

These have no effect on training and so provide an independent measure of
network performance during and after training.

@@ Back B Mext D cancel

—/\/— T. Hirano




{ELV5(6)

A\ Neural Fitting (nftool)

— O
N Network Architecture
- Set the number of neurons in the fitting network's hidden layer.
Hidden Layer Recommendation
Define a fitting neural network.  (fitnet) Return to this panel and change the number of neurons if the network does
Mumber of Hidden Meurons:

not perform well after training.
10

BNED=-1—0r#

TTEA FE LAk

Restore Def

Meural Network

Qutput Layer

$ Change settings if desired, then click [Mext] to continue.

& Neural Network Start 4 Welcome
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4\ Neural Fitting (nftool)

BAMEETILT Y XL

Train Network
Train the network to fit the inputs and targets.

Train Network
Choose a training algonthm:
Levenberg-Marquardt w
This algorithm typically requires more memory but less time. Training
automatically stops when generalization stops improving, as indicated by

an increase in the mean square error of the validation samples.

Train using Levenberg-Marquardt.  [trainlm)

‘ﬁj Train

Motes

W Training multiple times will generate different results
due to different initial conditions ar\d sampling.

B

P8 (BAMELE) B

|

@ Train network, then click [Mext].

E ¢ Meural Metwork Start i Kl Welcome

Results
&% Samples MSE
a Training: 6 =
a Validation: 1 -
v Testing: 1 =
Plot Fit Plot Error Histogram

Plot Regression

Mean Squared Error is the average squared difference

between cutputs and targets. Lower values are

better. Zero means no error.

Regression R Values measure the correlation between

outputs and targets. An R value of 1 means a close

relationship, 0 a random relationship.

@@ Back

W Next

@ Cancel
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A\ Neural Network Training (nntraintocl) —

Neural Network

Hidd en Output

Algorithms

Data Division: Random (dividerand)

Training: Levenberg-Marquardt (trainim)

Performance:  Mean Squared Error  (mse)

Calculations:  MEX

Progress

Epoch: Q | 3 iterations | 1000
Time: | 0:00:00 |
Performance oes1 [ BO%B0 ] oo
Gradient: 148 | 2.10e-10 | 1.00e-07
Mu 0.00100 | 1.00e-06 | 1.00e+10
Validation Checks: 0 | [ | &

Plots

Performance

Training State
Error Histogram
Regression

Fit

Plot Interval: '

(plotperform)
(plottrainstate)
(ploterrhist)
(plotregression)

(plotfit)

v Minimum gradient reached.

1epochs

@ Stop Training

e Cancel
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4\ Meural Fitting (nftool)

' Evaluate Network

Iterate for improved performance

Try training again if a first try did not generate good results
or you require marginal improvement.

‘] Train Again

Increase network size if retraining did not help.

B Adjust Network Size

Mot working? You may need to use a larger data set.

5 Import Larger Data Set

9 Click an improvement button, test, or click [Next]

& Meural Metwork Start Kl Welcome

Optionally test network on more data, then decide if network performance is good encugh.
Optionally perform additonal tests

e Inputs: inputs_1 o

@ Targets: targets_1 e m

Samples are: (O] E“'} Matrix columns () EE} Matrix rows

Inputs 'inputs_1' is a 248 matrix, representing static data: 8 samples of 2
elements.

Targets 'targets_1' is a 1x8 matrix, representing static data: 8 samples of 1
element.

& Test Metwork

Plot Fit Plot Error Histogram

Plot Regression

@ Back B Mext ) Cancel
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A\ MNeural Fitting (nftcol)

Deploy Solution
% Generate deployable versions of your trained neural network.

Application Deployment

Prepare neural network for deployment with MATLAE Compiler and Builder tools.

Generate a MATLAB function with matrix and cell array argument support:

Code Generation

Prepare neural network for deployment with MATLAE Coder tools.

Generate a MATLAB function with matrix-only arguments (no cell array support):

Simulink Deployment

Simulate neural network in Simulink or deploy with Simulink Coder tools.

Generate a Simulink diagram:

Graphics

Generate a graphical diagram of the neural network:

0 Deploy a neural network or click [Mext].

& Meural Metwork Start K welcome

[genFunction) ctl MATLABE Function

(genFunction) ﬂ MATLAB Matrix-Cnly Function

A RRXZTA KA~

[gensim) B Sirnulink Diagram

(network/view & Meural Metwork Diagram

4\ Function Fitting Meural Network [view)\ — O

Hidden \ Qutput

@ Cancel
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4\ MATLAB R2019 - academic use - O x
IF15- KTYyv2 =7 S Ee B o
- . ~ : ~
Lo | G w. | mEk P e &2
= - - Tk 26 Oda
FEfER B BF L5 Fek i B8 Ak T 4 Ll Tt 2k =T I E =5 EiTh4T
- v v =R~ O #E v 40k 7] o o - v  REES BRI
271k B sk BE FL—oma vk =17 o
| Ha A » E » home » takuichi ® hiraz » public_html » hobby » edu » nn_deep_learning » MATLAB » approx_function » and - R
BEDIAIS- (UM B I75- - E¥home¥takuichi¥hira2¥public_html¥hobby¥edu¥nn_deep_learning¥MATLAB¥approx_function¥and¥myMNeuralNetworkFunction.m
EE IR | myMeuralNetworkFunction.m [+ |
|=| inputs.txt 1 function [¥1] = myNeuralMetworkFunction(x1) il
tﬂ myMeuralNetworkFunction.m 2 SMYNEURALNETWORKFUNCTION neural network simulation function.
=] targets.txt g w
4 % buto-generated by MATLAB, 08-Jul-2020 12:5G:42.
5 %
£ % [¥1] = myMeuralMetworkFunction(x1) takes these arguments:
7 % o= ZxQ matrix, input #1
] % and returns:
g % v = 1x0 matrix, output 1
10 % where @ is the number of samples.
1
12 SHok<xRPMTO
K, ” H ”
i B340 "myNeuralNetworkFunction” &
14 % ===== NEURAL METWORKE COMSTANTS ===== — 1 e
X BL77ALEZDOM7 74 IILILET
18 % Input 1 N NS — >
N\ N
- 17 — %1 _stepl.xoffset = [0;0]; 75 m)f'f%ﬁ (/AZ 7 /r I\ /\>
myMNeuralNetworkFunction.m (E52) A g - xl_stepl.gain = [2:2];
I | @ |13 - w1 _stepl.ynin = -1
" - I< >
BT~ {E - -
H inputs 2x8 double XK HVED ®
% inputs_1 2x8 double MATLAB O FIRARUH TOESE. ABEIE . £3
targets [0,0,0,1,0,0,0,1]
»» nnstart
targets_1 0,0,01,0001
HH targets_ [0,0,0,1,0,0,0,1] £ 55
- myMeuralNetworkFunction 72 B 51
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>> myNeuralNetworkFunction([0;0])
ans =

-3.3887e-10
>> myNeuralNetworkFunction([0;1])
ans =

1.8194e-10
>> myNeuralNetworkFunction([1;0])
ans =

3.8701e-11
>> myNeuralNetworkFunction([1;1])
ans =

1.0000
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